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TERMINOLOGY



Artificial Intelligence

A field of computer science that 
aims to make computers reason and 
act more like humans



Machine Learning

The primary methodology behind 
AI. 

A collection of methods for inferring 
predictive models from sets of training 
instances.  

Methods for training a computer to 
predict “unknowns” from a set of 

“knowns.”



Natural Language Processing (NLP)

Sets of instructions or algorithms that 
allow computers to recognize and 
interpret human language (machine 
learning is one approach for 
accomplishing this task)



Big Data

Big Data refers to large and complex 
datasets prohibited from being 
processed with common or traditional 
database management tools and 
traditional data processing 
applications. 



Big Data



Big Data

Traditional Big Data

Database 
Management 
Software

Excel
Access

Cloud Computing
Distributed databases 
(Hbase)

Data Processing 
Tools

R
STATA

Hadoop
MongoDB

New Data 
Acquisition

slow fast

Data Types 1-2 numerous



4 Dimensions of Big Data

1.VOLUME

2.VARIETY

3.VERACITY

4.VELOCITY

What is Big Data?
• A collection of  large and complex data sets which are 

difficult to process using common database 
management tools or traditional data processing 
applications.

• “Big data refers to the tools, processes and procedures 
allowing an organization to create, manipulate, and 
manage very large data sets and storage facilities.” 
(ZDNet.com)

• 4 dimensions of Big Data

• Volume

• Variety

• Veracity

• Velocity

BIG

DATA

Velocity

Veracity Variety

Volume
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HADOOP

• Open source project run 

by Apache

• Cheaply process large 

amounts of data, 

regardless of its 

structure

• The driving force behind 

big data industry



HADOOP

• Distributed processing of 

large datasets on clusters 

of computers

• Parallel computation, 

workflow

• Massive scalability and 

speed

• HDFS (Hadoop Distributed 

File System) - runs in a 

clustered environment

• MapReduce –

programming paradigm for 

running processes over 

clustered environments



Pseudocode for MapReduce

• Iterate over a large 

number of records

• Extract something 

of interest from 

each record

• Shuffle and sort 

intermediate 

results

• Aggregate 

intermediate 

results

• Generate a final 

output

MapReduce Word Count Example
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Machine Learning



What is Machine Learning?

A collection of methods for inferring predictive 

models from sets of training instances

OR

The methods behind artificial intelligence 

OR

The science of getting computers to act without 

specific programming



Machine Learning:  Unsupervised

Methods to discover patterns from a 

dataset that has not been classified, 

labeled, or categorized.  Commonly, 

unsupervised machine learning 

methods cluster the cases in a dataset 

by their similarity or differences of their 

features.



Machine Learning:  Supervised

Methods to make predictions using a 

dataset that is labeled or classified by 

the outcome of interest with the 

purpose of then applying the algorithm 

to a test (unlabeled) set. 



Machine Learning is All Around Us



Generalized Workflow

• Iterative

• Open

• Consider 

presentation

• audience

• Data sets

• Requires 

planning

• Consider n



Types of Supervised ML

Continuous Categorical

Regression
linear
polynomial

Logistic Regression

Decision Trees KNN

Random Forests Trees

Neural Networks Bayesian

SVM

Rule-based



CART

• Classification And 

Regression Tree 

• predicts late acute 

kidney injury in burn 

patients.  

• Uses segmentation by 

outcome label

• Non-parametric – rules

• Stopping, pruning

Schneider DF, et al.  Predicting acute kidney 

injury in burn patients:  A CART analysis.  

J Burn Care Res, 2012; 33:242-251 



Bayesian Networks

Group 0 – 53.5 53.5 – 92+

Normal 0.54 0.46

Abnormal 0.27 0.73

Probability Table for Age



Bayesian Networks



Support Vector Machine



Ensembles



Adaptive Boosting (AdaBoost)

Adaptive Boosting

• Output of multiple, “weaker” 
classifiers are combined into 
a weighted sum in the final, 
“boosted” classifier

• Adaptive - ”weak” learners 
are adjusted to account for 
misclassified instances by 
previous learners

• Adaptive Boosting with 
BayesNet as the “weak 
learners”



Random Forests

• Some ML methods really 
are ensembles

• Example:  Random Forests

• Ensemble of Trees

• Uses bagging:  each 
classifier gets a vote 
(unweighted)

• Re-samples the training 
set

• Randomness to tree 
induction



Questions?

schneiderd@surgery.wisc.edu


